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ABSTRACT

Insufficient training data is a major bottleneck for most deep learning practices,
not least in medical imaging where data is difficult to collect and publicly avail-
able datasets are scarce due to ethics and privacy. This work investigates the use
of synthetic images, created by generative adversarial networks (GANs), as the
only source of training data. We demonstrate that for this application, it is of great
importance to make use of multiple GANs to improve the diversity of the gener-
ated data, i.e. to sufficiently cover the data distribution. While a single GAN can
generate seemingly diverse image content, training on this data in most cases lead
to severe over-fitting. We test the impact of ensembled GANs on synthetic 2D
data as well as common image datasets (SVHN and CIFAR-10), and using both
DCGANs and progressively growing GANs. As a specific use case, we focus on
synthesizing digital pathology patches to provide anonymized training data.

1 INTRODUCTION

A deficiency of training data is often limiting the performance of deep learning models, especially
in areas such as medical imaging, where acquisition and annotation is highly time-consuming and
reliant on busy experts. One potential solution is to use generative techniques to synthesize training
data. The high quality of images from generative adversarial networks (GANs) (Goodfellow et al.,
2014; Karras et al., 2019; Brock et al., 2019; Miyato et al., 2018; Zhang et al., 2019) have proven ef-
fective for image augmentation in deep learning for medical imaging applications (Frid-Adar et al.,
2018; Madani et al., 2018; Bowles et al., 2018). Moreover, the possibility of creating purely syn-
thetic collections representative of non-shareable patient data would be an effective anonymization
approach (Guibas et al., 2017; Shin et al., 2018; Triastcyn & Faltings, 2019; Yoon et al., 2020).

We focus on the impact of using GANs in ensembles for the purpose of synthesizing training data
for downstream deep learning applications. In particular, we are interested in the scenario where
releasing the real data is not an option, e.g. if this is of private/sensitive nature or in other ways
protected. This problem formulation differs significantly from considering training on real and
synthetic data in combination, i.e. using GANs as a tool for data augmentation, where the real
data can carry the bulk of information while the synthetic data provide some variations to improve
generalization. Requiring the synthetic data to carry all information makes diversity a critical aspect,
and missing modes of the underlying data distribution can have a large influence. Previous work has
focused on techniques for increasing the mode coverage of GANs (Lin et al., 2018; Hoang et al.,
2018; Liu et al., 2020). A powerful solution is to train ensembles of multiple GANs (Wang et al.,
2016; Tolstikhin et al., 2017; Grover & Ermon, 2018), and boosting strategies have been considered
for forcing the GANs to focus on different parts of the data distribution. While boosting makes
intuitive sense, we show that for the purpose of generating training data the most important aspect
is to combine multiple GANs; these could even be trained completely independently, meaning that
the stochasticity of the optimization is powerful enough to allow for good mode coverage.

Our contributions include: 1) we perform an evaluation of the behavior of deep classifiers when
trained on purely GAN generated training data, 2) we highlight the importance of using ensembles
of GANs for synthesizing datasets diverse enough for training deep models, and show that indepen-
dently trained GANs could be advantageous compared to boosting strategies, with as good or better
performance and less prone to over-fitting, and 3) we test ensemble performance on 2D data, on
SVHN and CIFAR-10, as well as in a more realistic scenario of anonymization in digital pathology.
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Figure 1: Ground truth (left) and generated by
EnsGAN-5 (right). Colors correspond to differ-
ent GANs in the ensemble.

Modes
(max 25)

High quality
samples (%)

GAN 18.8± 2.6 75.7± 4.6
PacGAN4 24.8± 0.2 93.6± 0.6
MGAN 22.5± 0.6 51.1± 1.6
ScGAN 25.0± 0.0 99.5± 0.1
EnsGAN-2 24.6± 0.8 75.1± 3.4
EnsGAN-3 24.8± 0.7 75.3± 2.9
EnsGAN-4 25.0± 0.1 75.2± 2.6
EnsGAN-5 25.0± 0.0 75.3± 2.3

Table 1: Covered modes and fraction of high
quality points, comparing different ensemble
sizes to a selection of previous methods.

2 ENSEMBLE GANS

A GAN generator G(z) produces synthetic image samples by drawing from the latent distribution
z ∼ Z . We define an ensemble of T GANs as the mixture ĜT =

∑T
t=1 ptGt, i.e. a weighted com-

bination of individually trained GANs Gt, where
∑

t pt = 1. In practice, generating images from
ĜT entails drawing individual samples from Gt with probability pt. This means that a generated
dataset of Ng samples will contain ptNg samples from Gt. In practice, we consider classification
as the downstream application for the synthetic data. This means that we have access to class labels
k ∈ [1,K]. To make use of this information, we use bootstrap aggregation (bagging), by training
GANs separately for each class k in each ensemble iteration. Given that we strive for maximal di-
versity and mode coverage, it is a sensible choice to reflect the different parts of the data distribution
covered by the individual classes of the dataset. This means that in each ensemble iteration we train
K models Gt,k, and the total mixture is ĜT = 1

K

∑K
k=1

∑T
t=1 ptGt,k. Training a separate GAN for

each class means, in practice, that we will have an ensemble/mixture of KT GANs. However, for
better clarity we will only refer to the iterations T .

We are mainly interested in independent ensembles, where Gt are trained in isolation from each
other. This means that the benefit of combining multiple GANs comes entirely from the stochastic
nature of the optimization, which will make each Gt focus on slightly different parts of the data dis-
tribution. We compare the naive approach to a sophisticated boosting scheme, AdaGAN (Tolstikhin
et al., 2017), where the training samples are re-weighted for each Gt based on discriminator score.
The AdaGAN re-weighting puts more focus on the images that the discriminator can easily single
out as real, meaning that the current ensemble at a certain ensemble iteration is unable to cover the
distribution around these images. For both ensemble approaches in consideration we use pt = 1/T
for equal contribution from each Gt. Moreover, we always keep the number of generated training
images fixed to the same number as in the real dataset. That is, if we use N real images, the synthetic
dataset from a GAN ensemble with T generators will use N/T images from each Gt.

3 EVALUATION

In order to get a sense for the impact of GANs in ensembles on the quality of synthetic training data,
we perform a series of experiments on data of increasing difficulty.

Experiment 1 – Synthetic 2D data As a simple way of analyzing the mode coverage capabilities,
we perform an initial experiment on 2D data. We follow the same exact setup as reported in (Lin
et al., 2018), which has been used in other evaluations as well (Hoang et al., 2018; Liu et al., 2020).
The dataset is generated by drawing from a mixture of 25 Gaussians arranged in a grid, each repre-
senting a separate mode. A generated point is said to be of high quality if it falls within 3 standard
deviations from the center of a mode, and a mode is recovered if it has at least one high quality
point. We compare to vanilla GAN (Goodfellow et al., 2014) and previously reported numbers for
PacGAN (Lin et al., 2018), MGAN (Hoang et al., 2018), and self-conditioned GAN (ScGAN) (Liu
et al., 2020). We refer to an ensemble as EnsGAN-T, where T is the number of GANs.
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(a) SVHN-II – DCGAN
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(b) SVHN-II – PG-GAN
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(c) CIFAR-II – DCGAN
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(d) CIFAR-II – PG-GAN

Figure 2: Classification performance on synthetic datasets, comparing different ensemble sizes and
approaches. Each datapoint has been estimated from the mean of 10 separate trainings, and standard
deviations are reported with error bars.
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(a) SVHN-II – DCGAN
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(b) SVHN-II – PG-GAN
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(c) CIFAR-II – DCGAN
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(d) CIFAR-II – PG-GAN

Figure 3: Test accuracy over training steps, for different ensemble sizes. There is a high tendency
to overfit with few GANs in an ensemble (small T ), and the variance between training steps is high.

The ground truth and generated data are displayed in Figure 1. Mode coverage and the fraction of
high quality points are presented in Table 1. For this dataset 2 or 3 GANs is sufficient to effectively
cover all 25 modes. However, while the modes are easily recovered the quality is not affected. We
believe that this is not a negative thing since a “tightening” around each mode, as can be seen e.g.
for ScGAN (Liu et al., 2020), could potentially affect the diversity although all modes are recovered.

Experiment 2 – SVHN/CIFAR-10 For SVHN (Netzer et al., 2011) and CIFAR-10 (Krizhevsky
& Hinton, 2009), each consisting of 10 classes, we partition the data into two separate classes. In
SVHN, one class contains digits 0-4 and one uses 5-9. In CIFAR-10 one class is {airplane, auto-
mobile, bird, cat, deer}, and the other uses {dog, frog, horse, ship, truck}. We call these two-class
datasets SVHN-II and CIFAR-II, respectively. For reference, we also train GANs separately on
each of the original 10 classes, followed by partitioning the generated data into the aforementioned
classes. We train ensembles using both DCGAN (Radford et al., 2015) and progressively growing
GAN (PG-GAN) (Karras et al., 2018), which allows us to analyze ensemble performance under dif-
ferent GAN complexities. For details on experimental setup, we refer to the supplementary material.

Figure 2 shows the accuracy on the downstream classification task, evaluated using a ResNet-18 (He
et al., 2016). Overall there is a significant improvement when utilizing increasingly large ensembles
of GANs, effectively reducing the gap to the performance on real data, especially for DCGAN. In
none of the experiments the more advanced AdaGAN boosting performed significantly better, and
for the considered problem independently trained GANs is the better option at least for DCGAN.
Moreover, and perhaps the most interesting finding, is how ensembles of DCGAN can outperform a
single PG-GAN on CIFAR-II. Since the quality of individual images is not affected by ensembles,
this points to how important the improved diversity is for the quality of the synthetic dataset.

To further emphasize the importance of using GANs in ensembles when generating synthetic train-
ing data, Figure 3 shows the test performance on real data over training iterations with synthetic
data. For both DCGAN and PG-GAN it is problematic to train on synthetic data from a single GAN,
experiencing severe problems with over-fitting and stability. Including more models in the ensemble
effectively stabilizes the training to better reflect how training on real data behaves.

3



Published as a conference paper at ICLR 2021

1 2 3 4 5 6

GAN ensemble size (T)

84

85

86

87

88

89

90

A
cc

ur
ac

y 
[%

]

Reference (real data)
Independent GANs
AdaGAN

(a) Accuracy, ResNet-18
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(b) Accuracy, vanilla CNN
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Figure 4: Tumor classification performance on synthetic pathology datasets (a-b), averaged over 10
separate trainings, and FID score evaluated using a model pre-trained on Imagenet (c).

Experiment 3 – digital pathology As a more challenging scenario, we look at anonymization of
the CAMELYON17 dataset (Litjens et al., 2018). This consists of 50 hematoxylin and eosin (H&E)
stained lymph node whole-slide images containing tumor areas, and was sampled to produce 50K
tumor and 50K non-tumor patches at a resolution of 128×128. A separate test set with 15K/15K
tumor/non-tumor patches was extracted from slides different from those used to produce the training
data. For this dataset, we trained ensembles using PG-GAN, and refer to the supplementary material
for details on the experimental setup.

Figure 4 shows the downstream classification performance for a ResNet-18, a vanilla CNN, as well
as the Fréchet Inception Distance (FID) (Heusel et al., 2017), for different sizes of ensembles. There
are consistent improvements in performance on both classifiers, although most significant for the
vanilla CNN, and independent ensembles show a similar performance as AdaGAN. While there is a
large discrepancy in FID between independent ensembles and AdaGAN, this is not reflected in the
classification performance, pointing to the weakness of FID as a measure of training dataset quality.

4 DISCUSSION AND CONCLUSION

We have provided empirical evidence for the importance of using GANs in ensembles to enable
synthetic training data that can be used in isolation from the real data, e.g. in order to act as an
anonymization method. The experiments point to how independently trained GANs can be a simple
yet powerful technique to improve quality, especially for complex data and simpler GAN models.
For a simpler dataset and state-of-the-art GAN, such as PG-GAN on SVHN-II, the impact is less
pronounced. However, there is a substantial difference in training behavior when comparing dif-
ferent ensemble sizes (Figure 3b). There is also a significant gap to the performance on real data,
calling for further work to investigate techniques that can improve GAN synthesized training data.

One benefit of using independently trained GANs is that this technique does not risk focusing on a
too narrow part of the data distribution. This could potentially be a problem with boosted GANs,
leading to over-fitting to the exact images used to train the GAN (we refer to the supplementary
material for an example), which is not acceptable for anonymization applications. We have also
pointed to how FID is not very representative for training data quality (see Figure 4 and supplemen-
tary material). There has been some studies on training on synthetic data and testing on real data and
vice versa (Shmelkov et al., 2018), which is a better indicator of the dataset quality. Nevertheless,
there is a need for formulating standardized quality measures tailored to this specific application of
generative models, since the aim most likely differs from many of the existing GAN quality met-
rics (Borji, 2019). Finally, we see a need for a more comprehensive evaluation of existing techniques
for diversifying GANs in the context of synthetic training data generation.
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