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ABSTRACT

Despite data augmentation being a de facto technique for boosting the perfor-
mance of deep neural networks, little attention has been paid to developing aug-
mentation strategies for generative adversarial networks (GANs). To this end, we
introduce a novel augmentation scheme designed specifically for GAN-based se-
mantic image synthesis models. We propose to randomly warp object shapes in the
semantic label maps used as an input to the generator. The local shape discrepan-
cies between the warped and non-warped label maps and images enable the GAN
to learn better the structural and geometric details of the scene and thus to im-
prove the quality of generated images. While benchmarking the augmented GAN
models against their vanilla counterparts, we discover that the quantification met-
rics reported in the previous semantic image synthesis studies are strongly biased
towards specific semantic classes as they are derived via an external pre-trained
segmentation network. We therefore propose to improve the established seman-
tic image synthesis evaluation scheme by analyzing separately the performance
of generated images on the biased and unbiased classes for the given segmenta-
tion network. Finally, we show strong quantitative and qualitative improvements
obtained with our augmentation scheme, on both class splits, using state-of-the-
art semantic image synthesis models across three different datasets. On average
across COCO-Stuff, ADE20K and Cityscapes datasets, the augmented models
outperform their vanilla counterparts by ∼3 mIoU and ∼10 FID points.

1 INTRODUCTION
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Figure 1: Label map input (a) and the syn-
thetic images generated using the baseline
(b) and augmented (c) CC-FPSE (Liu et al.,
2019) models. The proposed augmentation
scheme fixes the artifact (highlighted with
the red box) introduced by the baseline and
improves the overall perceptual and struc-
tural details of the synthesized image.

In spite of the recent successes of Semantic Im-
age Synthesis (SIS) models (Park et al., 2019; Liu
et al., 2019), one can still observe unsatisfactory ar-
tifacts in the synthesized images. Since the input
label maps do not provide any supervision about
the structural content within the semantic segments,
the generated images often lack class-relevant struc-
tural information and additionally contain undesir-
able distortions (see Fig. 1). Inspired by the task-
specific augmentation studies in other vision appli-
cations (Dwibedi et al., 2017; Tripathi et al., 2019),
in this work, we propose an augmentation method
specifically designed to overcome the above men-
tioned limitations of the SIS models.

Our proposed augmentation method greatly improves the quality of the synthetic images by enabling
the generator to focus more on the fine-grained details (see Fig. 1). We achieve this by randomly
warping objects in the label map fed to the SIS model as an input. The local shape variations between
the semantic input and non-warped real image enable the generator to learn geometric properties of
the scene better, which may otherwise be ignored as the generator has access to the original layout
that perfectly aligns with the real image. Besides, the discriminator also utilizes the misalignment
between the real image and the warped label map to identify the real and fake images, forcing the
generator to correct distortions introduced to its input by learning the object-level shape details.
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We show the efficacy of our augmentation scheme by improving recent SIS models on three datasets,
both quantitatively and qualitatively. Besides standard image synthesis metrics, we also use semantic
segmentation metrics for the SIS evaluation that were adopted with a two-fold reasoning (Isola
et al., 2017; Park et al., 2019). First, a good SIS model should generate images whose layout
aligns well with the ground truth label map. Second, realistically-looking semantic classes in the
generated image should be recognized well by an external segmentation network trained on the
real images from an independent dataset. However, we discover that the biases learned by the
segmentation network during training leak into the quantification of the synthetic images, resulting
in an overestimation of the SIS model’s performance. We therefore propose to mitigate this issue by
identifying the biased and unbiased classes in all datasets for the given segmentation networks and
show the advantages of our augmentation scheme using an extended evaluation on both class splits.

2 AUGMENTATION METHOD

In SIS, training dataset consists of a pair of data samples (s, x), where s denotes the input semantic
label map and x is the respective real image. In this task, the generator is trained to learn the distri-
bution of real images conditioned on the semantic input. Thus, the loss functions for the generator
G and the discriminator D take the following form:

LG
min

= −Es[logD(G(s), s)], LD
max

= E(x,s)[logD(x, s)] + Es[log (1−D(G(s), s))]. (1)

While modifications in the objective functions and architectures (Isola et al., 2017; Park et al., 2019;
Liu et al., 2019) have led to steady improvements in the performance of SIS models, they do not
explicitly guide the generator to learn the local shape details of objects in the real image. In fact,
as the recent SIS generator architectures (Liu et al., 2019; Park et al., 2019) condition the features
of all intermediate layers on the semantic input, the generator can simply copy the global structural
layout of the scene directly from the conditioning input. This direct dependency further weakens
the generator’s ability to learn finer structural details, because the semantic input itself lacks the
information about the composition of various classes, e.g. windows/doors for the building class.
Thus, to prevent the generator from naively copying the scene layout and encourage it to learn local
class-specific shape properties, we propose to warp the objects in the label map fed to the generator.
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Figure 2: Augmented SIS pipeline. Left panel: in
contrast to a vanilla model, the input to the gen-
erator G in the augmented model is a label map
warped based on the edges, estimated by the edge
detector E. Not shown is the real image and the
warped label map fed into the discriminator D.
Right panel: examples of original and the respec-
tive warped label maps. Zoom in for details.

Specifically, we obtain the warped label map s̃
using a transformer function: s̃ = t(s). Here,
the thin-plate spline transform t is obtained by
estimating the affine and non-affine warping co-
efficients, for a set of fixed {u, v} and mov-
ing {ú, v́} points (Bookstein, 1989). To selec-
tively warp the objects in the input label map
s, we sample the key-points {u, v} uniformly
from boundary pixels in the edge map. After-
wards, the moving points {ú, v́} are obtained
by adding random pixel shifts to the previously
sampled key-points within a defined range. The
amount of pixel shift controls the degree of
warping. For each dataset, we determined this
parameter experimentally by training multiple
models with varying levels of distortions. Fig. 2

shows examples of such warped label maps. We train the augmented models by warping the input
label maps from the entire training dataset and conditioning the generator and the discriminator on
the warped semantic layouts. The real images fed to the discriminator remain unmodified. During
inference, the non-warped semantic label maps are used to generate the synthetic images.

3 EVALUATION BIAS

Let X ∈ RH×W and Y ∈ {1, 2..., Ncl}H×W denote an input image and its densely labelled se-
mantic map with Ncl categories. Given an arbitrary image input X to a pre-trained segmentation
network, let Ypred be the predicted segmentation map. Using Y and Ypred, we can calculate the
following evaluation metrics for each class i: Pixel Accuracy (PAi) = nii/ti and, Intersection over
Union (IoUi) = nii/(ti+

∑
j nji–nii). Here, nji and ti are the number of pixels of class j that

are labelled as class i in Ypred and the total number of pixels of class i in Y (Long et al., 2015).
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Figure 3: ADE20K results of SPADE and CC-FPSE baselines and the augmented (-AUG) models.

To assess whether the segmentation model is biased towards specific semantic classes, we modify
X by using different perturbation schemes and evaluate the metrics defined above by feeding the
perturbed images into the segmentation network. For (u, v) ∈ ({1, 2, ...,H}, {1, 2, ...,W}), let
Mi(u, v) = 1{Y (u, v) = i} be the mask for class i, where 1 is the indicator function. We can
define the perturbed image X̃i for class i as: X̃i(Mi, X) = X ◦ (1−Mi) +P ◦Mi. Here, ◦ denotes
the Hadamard product and P ∈ RH×W is the applied perturbation detailed below.

P (u, v) =


c0 1∑

u

∑
vM(u, v)

∑
u

∑
vM(u, v) ∗X(u, v)

G(σ0) ~X
∼ lognormal(µ, σ)

(2)

where c0 is a fixed grayscale value, σ0 is the standard deviation parameter of the Gaussian kernel,
and the mean µ and standard deviation σ are determined from the masked image segment. By
feeding the perturbed images into the segmentation model, we obtain the set Mpi

that contains
the aforementioned metrics calculated for class i for all perturbation schemes. Given the score
mi ∈ {PAi, IoUi} for the original image, the class i is considered as biased if the following
criterion is met for any of the two respective perturbed metric sets:

i =

{
biased if ∃mpi

3 mpi
> δ ∗mi,∀mpi

∈Mpi
,

unbiased otherwise.
(3)

The factor δ ∗mi defines the threshold for the perturbed metrics for class i to be regarded as biased.

4 EXPERIMENTS

We conduct experiments on COCO-Stuff (Caesar et al., 2018), ADE20K (Zhou et al., 2017) and
Cityscapes (Cordts et al., 2016) using Pix2PixHD (Wang et al., 2018), SPADE (Park et al., 2019)
and CC-FPSE (Liu et al., 2019) as baselines. For consistent evaluations with the baselines, we use
the following segmentation models: DeepLabV2 (COCO-Stuff) (Chen et al., 2017; Nakashima),
UperNet101 (ADE20K) (Xiao et al., 2018; CSAILVision), and DRN-D-105 (Cityscapes) (Yu et al.,
2017; Yu). Further experimental and implementation details are provided in the supp. data.

4.1 EVALUATION BIAS RESULTS

Biased Classes. Following Sec. 3, we group the classes in the biased and unbiased categories.
Note that we focus only on strongly biased classes. For a δ value of 2/3 in Eq. 3, we find 29,
52 and 5 biased classes in COCO-Stuff, ADE20K and Cityscapes (provided in the supp. data).
Smaller values of δ diluted the biased class split. Fig. 4 shows examples of original and perturbed
image segmentations for two of the perturbation schemes defined in Eq. 2. In the Gaussian blur
perturbation example, the network correctly identifies the mouse in front of the keyboard, while
misses the one behind. This example shows the effect of context bias picked up by the segmentation
model, as in majority of training images the mouse is placed either to the front or alongside the
keyboard. The lognormal perturbation example shows bidirectional effects of the bias learned by
the segmentation network during training. Here, the perturbed wall segment is classified accurately,
whereas the unaltered shower-door segment is misclassified as mirror. These examples highlight
that for the biased classes, even unrealistic SIS model images may lead to high evaluation metrics.

Analysis on Baselines. In Table 1 we report the results of evaluating the synthetic images of all
baselines and the real images across all datasets. To our surprise–when considering all classes–the
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Model COCO-Stuff ADE20K Cityscapes
FID ↓mIoU ↑mIoUBC mIoUUC FID ↓mIoU ↑mIoUBC mIoUUC FID ↓mIoU ↑mIoUBC mIoUUC

CC-FPSE 18.9 41.0 47.3 39.7 33.2 42.6 44.5 41.6 53.6 61.8 79.3 55.5
CC-FPSE-AUG 19.1 42.1 46.3 41.2 32.6 44.0 45.8 43.1 52.1 63.1 80.1 57.0
SPADE 22.5 37.8 43.5 36.7 34.4 39.6 41.7 38.6 64.7 59.2 79.9 51.9
SPADE-AUG 22.7 38.2 43.5 37.1 34.6 41.2 43.2 40.2 62.3 60.4 79.8 53.5
Pix2PixHD 128.7 12.0 21.2 10.1 59.1 24.4 27.9 22.6 73.6 56.7 78.8 48.8
Pix2PixHD-AUG 54.2 21.9 31.8 19.9 41.5 32.5 36.0 30.7 72.7 58.0 79.1 50.5
Average ∆ 24.7 3.8 3.2 3.9 6 3.7 3.6 3.7 1.6 1.3 0.3 1.6

Real images – 35.4 39.3 34.6 – 36.5 36.3 36.6 – 62.0 79.4 55.8
Table 1: Evaluation comparison across datasets. BC and UC denote the biased and unbiased class
splits. Bold indicates the best model between the baseline and its augmented variant (-AUG).

segmentation models perform better on the synthetic images than on the real images for COCO-
Stuff and ADE-20K. The underlying cause for this observation becomes clear, as we bifurcate the
metrics into the biased and unbiased classes. While overall the segmentation networks perform
better on the biased classes than the unbiased ones, this performance gap is significantly higher for
the synthetic images generated using the SIS baselines compared to the real images, especially for
COCO-Stuff and ADE-20K. We also notice large differences between Pix2PixHD and the other
baselines, indicating that newer architectures improve upon the synthesis of the unbiased classes.

4.2 AUGMENTATION RESULTS
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Figure 4: Image perturbation examples exhibit-
ing the segmentation models’ bias. The perturbed
segments are shown with yellow contours. For
each perturbed image (ptb-image), the segmenta-
tion model is able to correctly infer the seman-
tic category of the affected segment (as in image-
seg), despite the corruption of perceptual details.

We report quantitative results of the baselines
and the respective augmented models in Ta-
ble 1. Here we show only FID and mIoU met-
rics. The table with all metrics is given in the
supp. data. It can be seen that for all datasets,
the augmented models outperform the respec-
tive baselines. As the augmented generators fo-
cus more on the local shape and structural de-
tails, we notably see gains on the unbiased class
metrics. In some cases, the overall gain is only
contributed by the increments on the unbiased
classes, e.g. CC-FPSE mIoU on COCO-Stuff.
In fact, for each model pair and dataset combi-
nation in Table 1, the augmented models show
consistent gains over the baselines on the overall and unbiased mIoU indicating that the fine-grained
improvements of the augmentation extend across a variety of GAN-based SIS architectures as well
as datasets containing diverse scenes and objects. The CC-FPSE and SPADE baselines trained on
COCO-Stuff and ADE20K achieve lower FID scores than the respective augmented models. But,
for both cases the augmented models perform better on almost all other metrics. We notice that
the proposed class splits provide an additional level of granularity when benchmarking SIS models,
as they allow to identify cases of pseudo-improvements where the overall boost in performance is
caused mainly due to a gain in the biased class metric. For instance on Cityscapes, PA of SPADE
(93.1) is higher than that of CC-FPSE (92.8). But, this improvement is only caused by the biased
classes. On the unbiased classes, CC-FPSE (84.5) outperforms SPADE (82.3) by more than 2 points.

The qualitative examples comparing the two best baselines and the augmented models are shown in
Fig. 3. Here, we show that the augmentation scheme reduces distortions, adds fine-grained structural
details and enhances the perceptual realism of the synthetic images. For both examples, the augmen-
tation approach greatly reduces the distortions introduced by the baselines (see red boxes). The first
row shows how the augmented models gradually add local structural details to the synthetic images
and produce a high fidelity image. Furthermore, both examples show that compared to the baselines,
the augmented models also improve the overall perceptual realism of the translated images.

5 CONCLUSIONS

We propose a novel data augmentation method for GAN-based SIS models. Targeting the shortcom-
ings of the recent SIS studies, the proposed method greatly improves the local shape and structural
details inside the semantic classes. Moreover, to fairly analyze the improvements of the SIS mod-
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els, we extend the semantic segmentation metrics into biased and unbiased class groups. Enabled by
this new analysis, we observe that the recent SIS models strongly underperform on unbiased classes,
while our proposed augmentation method improves their results on both class groups.
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