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ABSTRACT

Semi-Supervised Learning (SSL) has seen success in many application domains, but this success often hinges on the availability of in-domain unlabeled data. We present Generative Self-Training (GeST), a simple refinement of SSL algorithms, in particular self-training, which alleviates the need for in-domain unlabeled data. The key idea is to train an unconditional domain-specific generative model, and use it to generate synthetic unlabeled data for SSL. To train strong domain-specific generative models, one fine-tunes generic generative models (trained on open-domain data) on specific domains. GeST enables combining the benefits of large language models and large self-supervised representations; when GPT-2-large is fine-tuned on the inputs of each GLUE task separately and used as the generative model of GeST to self-train RoBERTa-large, we achieve an average improvement of 1.3% over fine-tuned RoBERTa-large, yielding state-of-the-art performance of 90.1% on GLUE dev sets. We also show that knowledge distillation using generated unlabeled data can help bridge the gap between 12- and 6-layer transformers on GLUE tasks.

1 Introduction

Unlabeled data is abundant in the real world, but domain-specific unlabeled data within the scope of a given machine learning problem is challenging to find. For instance, one cannot easily find in-domain unlabeled data conforming to the input distribution of a specific Natural Language Processing (NLP) task from the GLUE benchmark [Wang et al., 2019]. Some NLP tasks require an input comprising a sentence pair with a particular relationship between them or a question-paragraph pair. If domain-specific unlabeled data were available, one could adopt self-training [Yarowsky, 1995] to automatically annotate unlabeled data with pseudo labels to help improve accuracy and robustness of machine learning models. This paper aims to make self-training more universally applicable by leveraging generated unlabeled data within self-training.

The dependence of self-training on in-domain unlabeled data has made it hardly applicable to realistic problems without in-domain unlabeled data. To address this challenge, [Du et al., 2020] have used nearest neighbor retrieval to harvest in-domain unlabeled data from a large corpus of open-domain text, leading to a successful application of self-training to certain NLP tasks. While retrieval can indeed help find in-domain data for problems with simple inputs, it is not practical for problems with complex input schemes, e.g., sentence pairs with certain relations and tabular data. Accordingly, to our knowledge, no prior work has successfully applied self-training to tasks from the GLUE benchmark that often involve multi-sentence inputs.
We present Generative Self-Training (GeST), a simple refinement of self-training that alleviates the need for in-domain unlabeled data. The key idea of GeST is to train an unconditional domain-specific generative model, and use it to generate lots of synthetic unlabeled data, useful for self-training. Thus, the difference between self-training and GeST is that self-training uses existing in-domain unlabeled data, annotated with synthetic labels, whereas GeST uses both synthetic unlabeled data and synthetic labels. Building on recent advances in text generation (Radford et al., 2019), we train strong domain-specific generative model for GeST, by fine-tuning an existing generative model that has been pretrained on open-domain data on specific domains.

Our main contributions are summarized as:

- We propose GeST: a novel wrapper around SSL and KD that advocates the use of unconditional generative models to synthesize in-domain unlabeled data for SSL and KD.
- We demonstrate the efficacy of GeST on GLUE benchmark tasks.

## 2 Generative Self-Training (GeST)

Given a labeled dataset \( L = \{(x_i, y_i)\}_{i=1}^{N} \) and an unlabeled dataset \( U = \{x_j\}_{j=1}^{M} \), we summarize the general family of SSL algorithms known as self-training as:

1. First, an initial model denoted \( f_1 \) is trained using supervised learning on the labeled dataset \( L \).
2. Then, at iteration \( t \), one adopts \( f_t \) as the teacher model to annotate the unlabeled dataset \( U \) using \( \text{pseudo labels} \), denoted as \( S_t = \{ (x, f_t(x)) \mid x \in U \} \).
3. A student model \( f_{t+1} \) is trained to optimize a classification loss on the combination of \( L \) and \( S_t \):

   \[
   \ell_{t+1} = \mathbb{E}_{(x,y) \sim (L \cup S_t)} H(y, f_{t+1}(x)), \tag{1}
   \]

   where \( H(q, p) = q^\top \log p \) is the softmax cross entropy loss, and \( y \) is assumed to be a one-hot vector (original labels) or a vector of class probabilities (pseudo labels).
4. Self-training iterations are repeated \( T \) times or until performance plateaus.

However, the unlabeled in-domain dataset \( U \) is usually not available. Thus, given a labeled dataset \( L = \{(x_i, y_i)\}_{i=1}^{N} \), we first train an unconditional domain-specific generative model \( g(x) \) on \( L_x = \{x_i\}_{i=1}^{N} \), and then use it to synthesize unlabeled data \( U^{\text{G}} \). Such synthetic unlabeled data is used to enable the adoption of self-training even without in-domain unlabeled data. We call this general framework Generative Self-Training (GeST) because it uses generated data within self-training.

## 3 Experiments

We assess the effectiveness of GeST on GLUE benchmark (Wang et al., 2019) (see Appendix B for benchmark details). To generate domain-specific synthetic data, we fine-tune GPT-2-large on the training set of each downstream task, excluding labels. For tasks with multiple input sentences, we concatenate input sentences into a long sequences and separate sentences by special [SEP] tokens. We generate new domain-specific data by using top-k random sampling similar to Radford et al. (2019). We do not feed any prompt to the LM, but a special [BOS] token to initiate the generation chain. A generation episode is terminated when a special [EOS] token is produced. We generate diverse sentences by varying the random seed. After collecting enough synthetic data, we only retain unique sentences. For tasks with \( \alpha \) input sentences, we discard generated samples that violate this constraint (approximately 10\% of samples were rejected). Our final synthetic unlabeled dataset \( U \) includes \( 40 \times \) as many examples as the original dataset for each task.

**GeST.** We fine-tune pretrained RoBERTa models provided by fairseq (Ott et al., 2019) on each task. Fine-tuned RoBERTa serves as the first teacher model for self-training. Each student model is initialized with the original pretrained RoBERTa. We combine the labeled dataset \( L \) and the synthetic dataset \( U \) with a ratio of 1:1, by oversampling labeled data.

Table I shows that GeST provides an average improvement of +1.2\% over RoBERTa-base. We see consistent improvements with more GeST iterations, but performance saturates after three iterations. Finally, we apply 3 iterations of GeST to RoBERTa-large and compare with state-of-the-art techniques in Table 2. We observe that RoBERTa-large + GeST outperforms strong recent techniques in terms of average performance on the GLUE tasks.

---

1 The detailed algorithm can be found in Appendix C.
In what follows, we conduct an in-depth ablation of different components of GeST. Unless stated otherwise, we use a RoBERTa-base model with a combination of the original training data and 40× synthetic data for each experiment.

**Synthetic dataset size.** Deep neural networks typically benefit from large training datasets (Koehn & Knowles, 2017). Because we use a generative model to synthesize data, we can use as much synthetic data as practically possible given our computational budget. To investigate the impact of synthetic dataset size on GeST, we vary the synthetic dataset size from 1× to 40× of the labeled dataset. We also study the use of synthetic data only, without mixing it with the original labeled dataset. Table 3 shows that for both GeST and synthetic data only settings, larger synthetic datasets translate to better performance. On the other hand, the use of synthetic data only, without mixing it with the original labeled dataset, does not consistently outperform the RoBERTa baseline.

**Soft v.s. hard pseudo label.** We investigate the use of soft and hard pseudo labels within the GeST framework. The results in Table 4 suggest that GeST using soft pseudo labels is more effective than hard labels on the GLUE benchmark. This finding is compatible with the intuition that soft labels enable measuring the functional similarity of neural networks better (Hinton et al., 2015).
Class-conditional synthetic data generation. Previous work (Kumar et al., 2020) suggests that it is challenging to utilize synthetic data from class-conditional generative models to boost the accuracy of text classifiers. We also study this phenomenon, by fine-tuning GPT-2 in a class-conditional manner. Table 5 shows that not only class-conditional LMs underperform unconditional LMs (GeST), but also they are much worse than the baseline.

<table>
<thead>
<tr>
<th>Source of synthetic data</th>
<th>SST-2</th>
<th>RTE</th>
<th>MRPC</th>
<th>CoLA</th>
</tr>
</thead>
<tbody>
<tr>
<td>No synthetic data (baseline)</td>
<td>94.8</td>
<td>78.8</td>
<td>90.1</td>
<td>63.6</td>
</tr>
<tr>
<td>Class-conditional LM</td>
<td>92.9</td>
<td>74.4</td>
<td>86.0</td>
<td>58.4</td>
</tr>
<tr>
<td>Unconditional LM (GeST)</td>
<td>95.3</td>
<td>81.4</td>
<td>91.7</td>
<td>65.1</td>
</tr>
</tbody>
</table>

Table 5: Synthetic data from class-conditional LMs underperforms GeST and original RoBERTa base on GLUE dev sets.

GPT-2 model size. Radford et al. (2019) present a few variants of the GPT-2 model including *GPT-2, GPT-2-medium, and GPT-2-large*. Larger GPT-2 models yield better perplexity scores and higher generation quality. We utilize these models within the GeST framework to study the impact of the generative model’s quality on downstream task’s performance. Table 6 shows that SST-2 and RTE datasets are not sensitive to the capacity of the GPT-2 model, but higher quality synthetic text improves the results on MRPC and CoLA datasets.

<table>
<thead>
<tr>
<th>GPT-2</th>
<th>SST-2</th>
<th>RTE</th>
<th>MRPC</th>
<th>CoLA</th>
</tr>
</thead>
<tbody>
<tr>
<td>small</td>
<td>95.5</td>
<td>81.3</td>
<td>90.9</td>
<td>63.9</td>
</tr>
<tr>
<td>medium</td>
<td>95.3</td>
<td>81.3</td>
<td>91.3</td>
<td>63.7</td>
</tr>
<tr>
<td>large</td>
<td>95.3</td>
<td>81.4</td>
<td>91.7</td>
<td>65.1</td>
</tr>
</tbody>
</table>

Table 6: GeST with various GPT-2 model sizes on GLUE dev sets.

Knowledge distillation. The goal of knowledge distillation (KD) (Buciluă et al., 2006; Hinton et al., 2015) is to distill the knowledge of a powerful teacher model into a compact student model with as little loss in performance as possible. This can help with model compression (Jiao et al., 2019; Sun et al., 2019) and multi-task learning (Liu et al., 2019a; Clark et al., 2019).

<table>
<thead>
<tr>
<th>Model</th>
<th>Data</th>
<th>SST-2</th>
<th>QQP</th>
<th>QNLI</th>
<th>RTE</th>
<th>MNL1</th>
<th>MRPC</th>
<th>CoLA</th>
<th>STS-B</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT base</td>
<td>Orig.</td>
<td>93.2</td>
<td>89.7</td>
<td>91.6</td>
<td>67.1</td>
<td>84.6</td>
<td>87.9</td>
<td>58.3</td>
<td>88.1</td>
<td>82.6</td>
</tr>
<tr>
<td>DistilBERT</td>
<td>Orig.</td>
<td>91.1</td>
<td>88.7</td>
<td>88.4</td>
<td>60.3</td>
<td>82.4</td>
<td>87.7</td>
<td>52.8</td>
<td>86.8</td>
<td>79.8</td>
</tr>
<tr>
<td>BERT-PKD</td>
<td>Orig.</td>
<td>91.3</td>
<td>88.4</td>
<td>88.4</td>
<td>66.5</td>
<td>81.3</td>
<td>85.7</td>
<td>45.5</td>
<td>86.2</td>
<td>79.2</td>
</tr>
<tr>
<td>BERT-Thes.</td>
<td>Orig.</td>
<td>91.5</td>
<td>89.6</td>
<td>89.5</td>
<td>68.2</td>
<td>82.3</td>
<td>89.0</td>
<td>51.1</td>
<td>88.7</td>
<td>81.2</td>
</tr>
<tr>
<td>DistilBERT</td>
<td>GeST</td>
<td><em>92.1</em></td>
<td><em>89.7</em></td>
<td><em>90.6</em></td>
<td><em>70.4</em></td>
<td><em>83.6</em></td>
<td><em>88.6</em></td>
<td><em>56.6</em></td>
<td><em>88.1</em></td>
<td><em>82.5</em></td>
</tr>
</tbody>
</table>

Table 7: Knowledge Distillation results on GLUE dev sets with different models. All models use 6-layer transformer, except BERT base. Orig. indicates the original training data, and BERT-Thes. is BERT-Theseus (Xu et al., 2020).

We use the HuggingFace implementation (Wolf et al., 2020) for KD experiments and adopt a standard experimental setup consistent with previous work (Sun et al., 2019; Xu et al., 2020). A fine-tuned BERT base model (12-layer transformer) (Devlin et al., 2019) represents the teacher and a DistilBERT model (6-layer transformer) (Sanh et al., 2019) is used as the student. Similar to GeST, we train the student model on U and L, where U is annotated by a fixed teacher. Table 7 shows that GeST dramatically surpasses all existing KD baselines, including DistilBERT (Sanh et al., 2019), BERT-PKD (Sun et al., 2019) and BERT-Theseus (Xu et al., 2020). All of the baselines use the same student architecture. This marks a new state-of-the-art for KD on GLUE benchmark.

4 CONCLUSION

We present Generative Self-Training (GeST): a framework for self-training with generated unlabeled data. We demonstrate that GeST leverages advances in deep generative models to help supervised learning and can have implications for learning from limited labeled data. Particularly, the proposed approach works surprisingly well on dev sets of GLUE benchmark and helps improve knowledge distillation. We hope that GeST will stimulate new research on the evaluation and development of deep generative models.
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Semi-supervised learning (SSL) has received considerable attention over the last few decades (Cooper & Freeman, 1970; McLachlan & Ganesalingam, 1982; Riloff, 1996; Chapelle et al., 2009; Van Engelen & Hoos, 2020). One of the oldest family of SSL algorithms is known as self-training, a.k.a. self-learning or self-labeling (Scudder, 1965; Fralick, 1967; Agrawala, 1970; Yarowsky, 1995). The main intuition of self-training is to encourage knowledge transfer between a teacher and a student model in such a way that the student can outperform the teacher. Specifically, one leverages the teacher’s knowledge to annotate unlabeled data with so-called pseudo labels, and the student learns from a mixture of pseudo- and human-labeled data. Self-training has seen a surge of recent interest across vision and NLP applications (Yalniz et al., 2019; Xie et al., 2020; Zoph et al., 2020; Du et al., 2020).

Knowledge Distillation (KD) (Bucilă et al., 2006; Hinton et al., 2015) uses a procedure similar to self-training to distill knowledge of an expressive teacher model into a smaller student model. Previous work uses unlabeled data (Bucilă et al., 2006) and adversarial training (Wang et al., 2018) to improve KD. We demonstrate that synthetic data generated by unconditional generative models can improve KD on NLP, outperforming strong baselines (e.g., Xu et al., 2020).

Advanced generative models are able to generate realistic images and text (Karras et al., 2017; Brock et al., 2019; Karras et al., 2019; Radford et al., 2019; Brown et al., 2020). The quality of synthetic samples has improved to the extent that deep fake detection has become an important research topic itself (Zellers et al., 2019; Dolhansky et al., 2019). Recent work has aimed to utilize class-conditional generative models to help improve supervised learning (Antoniou et al., 2017; Bowles et al., 2018; Zhang et al., 2019; Kumar et al., 2020; Gao et al., 2020). However, Ravuri & Vinyals (2019) have shown that images generated by state-of-the-art class-conditional generative models fall short of improving ImageNet classification accuracy, despite strong sample quality scores (Salimans et al., 2016; Heusel et al., 2017). Similarly, Kumar et al. (2020) find that it is difficult for sentences generated by label-conditioned GPT-2 (Radford et al., 2019) to retain the semantics or pragmatics of a specified category, which leads to poor performance on downstream tasks.

B DATASETS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>task</th>
<th>domain</th>
<th>#train</th>
<th>#dev</th>
<th>#test</th>
<th>#classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>SST-2</td>
<td>sentiment analysis</td>
<td>movie reviews</td>
<td>67k</td>
<td>872</td>
<td>1.8k</td>
<td>2</td>
</tr>
<tr>
<td>QQP</td>
<td>paraphrase</td>
<td>social QA questions</td>
<td>364k</td>
<td>40k</td>
<td>391k</td>
<td>2</td>
</tr>
<tr>
<td>QNLI</td>
<td>QA/natural language inference</td>
<td>Wikipedia</td>
<td>105k</td>
<td>5k</td>
<td>5.4k</td>
<td>2</td>
</tr>
<tr>
<td>RTE</td>
<td>natural language inference</td>
<td>news, Wikipedia</td>
<td>2.5k</td>
<td>277</td>
<td>3k</td>
<td>2</td>
</tr>
<tr>
<td>MNLI</td>
<td>natural language inference</td>
<td>misc.</td>
<td>393k</td>
<td>20k</td>
<td>20k</td>
<td>3</td>
</tr>
<tr>
<td>MRPC</td>
<td>paraphrase</td>
<td>news</td>
<td>3.7k</td>
<td>408</td>
<td>1.7k</td>
<td>2</td>
</tr>
<tr>
<td>CoLA</td>
<td>acceptability</td>
<td>misc.</td>
<td>8.5k</td>
<td>1043</td>
<td>1k</td>
<td>2</td>
</tr>
<tr>
<td>STS-B</td>
<td>sentence similarity</td>
<td>misc.</td>
<td>5.8k</td>
<td>15k</td>
<td>1.4k</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 8: Summary of the tasks used for evaluation of GeST. STS-B is a regression task, so #classes is not applicable.

C GeST ALGORITHM

The algorithms of the generic self-training and GeST are summarized in algorithm 1 and algorithm 2.

D TRAINING DETAILS

We use the fairseq codebase [Ott et al., 2019] for self-training experiments. Training details are summarized in Table 9. We use the HuggingFace codebase [Wolf et al., 2020] for KD experiments. All models are trained for 5 epochs with a learning rate of 2e-5 and a batch size of 32.
Algorithm 1: SelfTraining($L, U, f_0, T$)

**Input:** Labeled dataset $L = \{(x_i, y_i)\}_{i=1}^N$
Unlabeled dataset $U = \{x_j\}_{j=1}^M$
Initial parameters of a classifier $f_0$

**Output:** A better classifier $f_{T+1}$ after $T$ self-training steps

1: train a base model $f_1$ by fine-tuning $f_0$ on $L$
2: for $t = 1$ to $T$ do:
3: apply $f_t$ to unlabeled instances of $U$ to obtain $S_t = \{(x, f_t(x)) | x \in U\}$
4: train a new model $f_{t+1}$ by either fine-tuning $f_0$ on $L \cup S_t$
5: return $f_{T+1}$

Algorithm 2: GeST($L, g_0, f_0, k, T$)

**Input:** Labeled dataset $L = \{(x_i, y_i)\}_{i=1}^N$
Initial parameters of a generative model $g_0$
Initial parameters of a classifier $f_0$

**Output:** A better classifier $f_{T+1}$ after $T$ GeST steps

1: train a generative model $g$ by fine-tuning $g_0$ on $L_x$ where $L_x = \{x \mid (x, y) \in L\}$
2: generate $U = \{\tilde{x}_j\}_{j=1}^{kN}$ by drawing $kN$ random samples i.i.d. from $g(x)$, i.e., $\tilde{x}_j \sim g(x)$ for $j = 1$ to $kN$.
3: return SelfTraining($L, U, f_0, T$)

<table>
<thead>
<tr>
<th>SST-2</th>
<th>QQP</th>
<th>QNLI</th>
<th>RTE</th>
<th>MNLI</th>
<th>MRPC</th>
<th>CoLA</th>
<th>STS-B</th>
</tr>
</thead>
<tbody>
<tr>
<td>lr</td>
<td>1e-5</td>
<td>1e-5</td>
<td>2e-5</td>
<td>1e-5</td>
<td>1e-5</td>
<td>1e-5</td>
<td>2e-5</td>
</tr>
<tr>
<td>#sent.</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>warmup steps</td>
<td>1256</td>
<td>28318</td>
<td>1986</td>
<td>122</td>
<td>7432</td>
<td>137</td>
<td>320</td>
</tr>
<tr>
<td>validate steps</td>
<td>2093</td>
<td>11307</td>
<td>3310</td>
<td>203</td>
<td>12386</td>
<td>203</td>
<td>535</td>
</tr>
<tr>
<td>#epoch</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 9: Training details for GLUE tasks.

E  Generated Unlabeled Examples Annotated with Pseudo Labels
When did the third Digimon series begin? [SEP] Unlike the two seasons before it and most of the seasons that followed, Digimon Tamers takes a darker and more realistic approach to its story featuring Digimon who do not reincarnate after their deaths and more complex character development in the original Japanese. (not entailment)

KNN:
1: What is the name of the third season? [SEP] In addition to the first two seasons, the third season is the season that introduced new characters such as Captain Malice, a supervillain who became the antagonist in season two; and the villains known as the Heartbreakers, who introduced a group of crime fighters. (not entailment)
2: When did the "Walking Dead" series end? [SEP] In 2013, AMC announced that it would develop a "superhero series", which would follow the storylines and characters from the "Walking Dead" series in order to bring the popular AMC original series to a new and younger audience. (not entailment)
3: What is the main objective of the first season of the X-Files? [SEP] The first season was notable in that the characters were introduced and developed within the space of a single season, as was the format of the show itself. (not entailment)

What did Arsenal consider the yellow and blue colors to be after losing a FA Cup final wearing red and white? [SEP] Arsenal then competed in three consecutive FA Cup finals between 1978 and 1980 wearing their "lucky" yellow and blue strip, which remained the club’s away strip until the release of a green and navy away kit in 1982–83. (entailment)

KNN:
1: Who was the most important player for Arsenal Football Club in the 1950s? [SEP] Wenger continued to use Arsenal’s famous red shirts and red kits throughout the 1950s and 1960s, and the red strip became the club’s most recognised and recognizable symbol. (not entailment)
2: When were the first two teams to play for the trophy in the Premier League? [SEP] The trophy was awarded to Manchester United in 1990-91 and was named after Sir Bobby Charlton, the club’s manager until 1990, and later Sir Stanley Matthews, the club’s most successful manager. (not entailment)
3: What were the last four players to wear the yellow in the final? [SEP] With Arsenal having won all four major trophies in the period, they became the only club to have won five in a row. (not entailment)

Table 10: **QNLI**. Two labeled examples, along with 3 nearest neighbors (based on RoBERTa representations) from our synthetic dataset. We include labels for original examples and pseudo-labels for synthetic examples in parenthesis.

are more deeply thought through than in most ‘right-thinking’ films (positive)

KNN:
1: is far more sophisticated, insightful and thought-provoking than his previous films. (positive)
2: is more sophisticated than its more obvious and less-than-dazzling counterparts (positive)
3: is about as well-thought as the idea of a bad hair day. (negative)

contains no wit, only labored gags (negative)

KNN:
1: lacks insight, and lacks empathy (negative)
2: has little humor or intelligence (negative)
3: lacks all wit and humanity (negative)

Table 11: **SST-2**. Two labeled examples, along with 3 nearest neighbors (based on RoBERTa representations) from our synthetic dataset. We include labels for original examples and pseudo-labels for synthetic examples in parenthesis.
Like the United States, U.N. officials are also dismayed that Aristide killed a conference called by Prime Minister Robert Malval in Port-au-Prince in hopes of bringing all the feuding parties together. [SEP] Aristide had Prime Minister Robert Malval murdered in Port-au-Prince. (not entailment)

KNN:
1: The government has been criticized for failing to prevent the mass protests that led to the ouster of President Nicolas Sarkozy earlier this month, which led to his second election defeat since assuming office two years ago. [SEP] Prime Minister Jean-Marc Ayrault is a former president of France. (not entailment)
2: The French president, Jacques Chirac, has been urged by both the Vatican and the U.N. Security Council to step up efforts to prevent the return of former dictator Nicolas Sarkozy. [SEP] Nicolas Sarkozy left France. (not entailment)
3: The French newspaper Le Monde says the French President Nicolas Sarkozy was advised by U.S. President George W. Bush about a possible trip to Iraq on Thursday. [SEP] Nicolas Sarkozy is a member of the United States. (not entailment)

Only a week after it had no comment on upping the storage capacity of its Hotmail e-mail service, Microsoft early Thursday announced it was boosting the allowance to 250MB to follow similar moves by rivals such as Google, Yahoo, and Lycos. [SEP] Microsoft’s Hotmail has raised its storage capacity to 250MB. (entailment)

KNN:
1: The company, known as Microsoft Office, said it plans to sell all of the copies of its popular Office suite at a loss in the wake of the launch of Microsoft Windows 7, saying it will also make $25 million in advertising costs, a move likely to hurt its long-standing position among consumers and business leaders. [SEP] Microsoft Office is a popular office suite. (entailment)
2: The company’s shares shot up more than 35% after the company said it has sold all of its remaining inventory of the new Kindle e-readers at $70 each. The shares rose to $65.20 on Wednesday, their highest since March 6, 2011. “The Kindle is our best selling product,” said Jeff Bezos, founder and CEO of Amazon.com. [SEP] Amazon.com is based in Seattle. (not entailment)
3: In response to concerns expressed by some investors, Microsoft last week said it would reduce the amount of shares that will be available to the public by 10 percent in the first quarter, with a further reduction to 3 percent in the second quarter. The stock price has plunged from $24 to $17, and Microsoft is currently offering $17 to $19 a share to its most senior employees. Some investors had criticized Microsoft’s response to concerns about the price of its stock and about the perception that the company is in trouble. [SEP] Microsoft is struggling to sell its stock. (not entailment)

Table 12: RTE: Two labeled examples, along with 3 nearest neighbors (based on RoBERTa representations) from our synthetic dataset. We include labels for original examples and pseudo-labels for synthetic examples in parenthesis.

<table>
<thead>
<tr>
<th>Question</th>
<th>Label</th>
<th>Nearest Neighbors</th>
</tr>
</thead>
<tbody>
<tr>
<td>How is the life of a math student? Could you describe your own experiences?</td>
<td>[SEP] Which level of preparation is enough for the exam jlt?</td>
<td>(not duplicated)</td>
</tr>
<tr>
<td>1: What are the best courses for a mechanical engineering student?</td>
<td>[SEP] What is the best course to do after completing a B.Tech in mechanical engineering?</td>
<td>(not duplicated)</td>
</tr>
<tr>
<td>2: How much marks are needed to get through the GATE with electronics?</td>
<td>[SEP] What is the average score of the Gate EE exam?</td>
<td>(not duplicated)</td>
</tr>
<tr>
<td>3: What is the best time table for students to prepare for IAS?</td>
<td>[SEP] How can one study for IAS in a best time?</td>
<td>(not duplicated)</td>
</tr>
</tbody>
</table>

Table 13: QQP: Two labeled examples, along with 3 nearest neighbors (based on RoBERTa representations) from our synthetic dataset. We include labels for original examples and pseudo-labels for synthetic examples in parenthesis.

<table>
<thead>
<tr>
<th>Question</th>
<th>Label</th>
<th>Nearest Neighbors</th>
</tr>
</thead>
<tbody>
<tr>
<td>How does an IQ test work and what is determined from an IQ test?</td>
<td>[SEP] How does IQ test works?</td>
<td>(duplicated)</td>
</tr>
<tr>
<td>1: What is the average IQ of the U.S. population?</td>
<td>[SEP] How does an IQ test work?</td>
<td>(not duplicated)</td>
</tr>
<tr>
<td>2: Is the IQ test an effective way to measure intelligence?</td>
<td>[SEP] How do IQ tests work?</td>
<td>(duplicated)</td>
</tr>
<tr>
<td>3: How is an IQ test on a scale from 1 to 100 scored?</td>
<td>[SEP] How do you get your IQ tested?</td>
<td>(not duplicated)</td>
</tr>
</tbody>
</table>
A BMI of 25 or above is considered overweight; 30 or above is considered obese. [SEP] A BMI between 18.5 and 24.9 is considered normal, over 25 is considered overweight and 30 or greater is defined as obese. (paraphrase)

KNN:
1: The report said that the average woman in her twenties who takes oral contraceptives daily can expect a loss of around 40 percent of her bone density between the ages of 20 and 45. [SEP] The study said the average woman in her twenties who used the pill every day, or every day for up to five years, can expect a loss of about 40 percent of her bone density between the ages of 20 and 45. (paraphrase)
2: The report found that 17 percent of U.S. adults between ages 18 and 64 have a body mass index at or above the "normal" 20. [SEP] For people of that age, 17.1 percent of adults have a body mass index at or above the "normal" 20, while 12.6 percent have a body mass index of 30 or above. (not paraphrase)
3: The survey shows the proportion of women between 20 and 44 who were obese was 6.3 percent, up from 5.7 percent in 2001. [SEP] The proportion of women between 20 and 44 who were obese increased to 6.3 percent from 5.7 percent in 2001. (paraphrase)

Shares of Genentech, a much larger company with several products on the market, rose more than 2 percent. [SEP] Shares of Xoma fell 16 percent in early trade, while shares of Genentech, a much larger company with several products on the market, were up 2 percent. (not paraphrase)

KNN:
1: Shares in Aventura fell as much as 5 percent, while shares in Medi-Cal climbed 2.5 percent. [SEP] Shares in Aventura were up 2.5 percent, while shares in Medi-Cal rose 2.5 percent. (paraphrase)
2: Shares of Amgen rose $2.29, or 2.2 percent, to $41.10 in after-hours trading. [SEP] Shares of Amgen, a division of Sanofi-Aventis, rose $1.62, or 1.6 percent, to $41.06 in after-hours trading. (paraphrase)
3: Shares of General Electric Co. GE.N rose more than 6 percent on the New York Stock Exchange, while shares of PepsiCo Inc. PEP.N rose 4.7 percent. [SEP] General Electric’s shares jumped almost 6 percent on the New York Stock Exchange, while PepsiCo’s climbed 4.7 percent. (paraphrase)

Table 14: MRPC: Two labeled examples, along with 3 nearest neighbors (based on RoBERTa representations) from our synthetic dataset. We include labels for original examples and pseudo-labels for synthetic examples in parenthesis.
One of our number will carry out your instructions minutely. [SEP] A member of my team will execute your orders with immense precision. (entailment)

KNN:
1: We are at your disposal to help you with your investigation and provide a full range of pro bono services. [SEP] We are the only ones who can help you with your investigation. (neutral)
2: I will speak with the chief officer of the contractor, who will be informed about the results of this effort. [SEP] The contractor is being informed about the results of the effort. (entailment)
3: We have an office here to assist you. [SEP] An office is where we will assist you, said the manager. (neutral)

Conceptually cream skimming has two basic dimensions - product and geography. [SEP] Product and geography are what make cream skimming work. (neutral)

KNN:
1: There are two main types of analysis and they are the case study and the case report. [SEP] The case study is the most popular method used to analyze a subject. (neutral)
2: A third approach to capturing and using this type of experience is to engage the program management and finance systems of the organization. [SEP] There are two strategies to capturing and using experience. (contradiction)
3: The first is to see the basic elements of a business model in action. [SEP] Basic elements of business models are the most important for the success of any company. (neutral)

I don’t mean to be glib about your concerns, but if I were you, I might be more concerned about the near-term rate implications of this $1. [SEP] I am concerned more about your issues than the near-term rate implications. (contradiction)

KNN:
1: I’m not here to tell you of my own experiences, but they are important to others who might have similar concerns. [SEP] If you were to have similar concerns, I’d like to encourage you to tell them to me. (neutral)
2: I don’t mean to sound judgmental, but as a person, I think that’s an issue you’re probably pretty much on your own if you think about it. [SEP] You’re probably right if you think about it. (neutral)
3: But I don’t mean to take your word for it. [SEP] I know you are correct, but I want to make sure it’s clear that I do not agree. (contradiction)

Table 15: MNLI: Two labeled examples, along with 3 nearest neighbors (based on RoBERTa representations) from our synthetic dataset. We include labels for original examples and pseudo-labels for synthetic examples in parenthesis.